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Outline

o WHAT do we want to simulate?
o HOWV do we want to simulate it?

e VWHY do we need a (Multi Level Multi Domain) implicit code!?

e the Multi Level Multi Domain method and Parsek2D-MLMD,
a parallel C++ implicit adaptive code

° conclusions and future work
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WHAT do we want to simulate?

Plasmas,
in different fields of applications
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HOW do we want to simulate it?

Different physical descriptions

increasing physical details...

—

hybrid
(ions as particles,

fluid electrons as fluid)

the plasma must be:
- quasi neutral
- with negligible electron scale
processes
accessible:
- ion gyroradius and ion skin
depth processes

—

...at an increasing computational cost

the plasma must be:
- quasi neutral
- with negligible particle scale
processes
in thermodynamic equilibrium
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full particle
(ions and electrons
as particles)

accessible:
- all particle processes

Ledvina08



Where does the computational cost come
from!?

Particle In Cell simulations: two sets of equations to solve

V- -E=4mp o
V-B=0 & = Vp
VxE=-198 B = & (E, 4 2B )
VxB=4rJ 4 108

Solved at grid points g Solved for each particle

Interpolation function W(X¢-X,) to exchange info between particles and grid points and
vice versa

With explicit time discretization, three stability constraints:
cA\At < Ax Courant condition on the light wave

WpeAt < 92  to properly model particle response

Ax < SAD  to avoid numerical grid instabilities

Wpe  electron plasma frequency

AD Debye length
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What does this imply for a magnetic
reconnection simulation?

W o0l 9°€'P O

20di,7.2 10 m

explicit PIC:
o= >\D,e= 217 m
At=0.1/wpe= 105
assuming that a core simulates 100 cycle for 4096 cells in a min, the simulation of | physical

second takes 100 mins on |35 000 cores 5
aughton06
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What does this imply for a magnetic
reconnection simulation?

AL L

‘This is the WHY-\;ve want a
MLMD implicit method

z'n
i T

W o0l 9°€'P O

20d,7.2 10°m

explicit PIC:
o= >\D,e= 217 m
At=0.1/wpe= 105
assuming that a core simulates 100 cycle for 4096 cells in a min, the simulation of | physical

second takes 100 mins on |35 000 cores 5
aughton06
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How to bypass this stability constraints!?

(Semi) implicit methods,
divided in three big families

Direct implicit methods

: .. Cohen et al., 1989
Fully implicit methods Friedman. 1990

Chen et al., 201 | Hewett and Langdon, 1987
Markidis et Lapenta, 201 | Tanaka, 1988

Gibbons and Hewitt, 1995

Implicit Moment Method (IMM)
Mason, 1987

Vu and Brackbill, 1992
Lapenta et al., 2006
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How to bypass this stability constraints!?

(Semi) implicit methods,
divided in three big families

Direct implicit methods

: .. Cohen et al., 1989
Fully implicit methods Friedman. 1990

Chen et al., 201 | Hewett and Langdon, 1987
Markidis et Lapenta, 201 | Tanaka, 1988

Gibbons and Hewitt, 1995

They all share a more lenient stability constraint calculated
on the average particle velocity

For the IMM:
0.0 <veh At/Ax<I

Implicit Moment Method (IMM)
Mason, 1987

Vu and Brackbill, 1992
Lapenta et al., 2006
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The Implicit Moment Method (IMM)

Crank-Nicholson Predictor Corrector
scheme to time-discretize particle
motion

n+1 __ n =k
Xy, —xp—l—vat

discretization of Maxwell’s equations in
terms of the decentering parameters O

FeED— (chAL)? V2EH =

My p

E" + cHAt V x B" — f’) c@At)2 47TV nt1)— v+ apAt ((5{’“) 4 VﬁXBg(Xk)>

the equation coupling is solved by approximating particle moments
around the particle positions at the previous time step

: Zp qpS(x — x"+0) = Zp qp [S(X —x") — (X" —x")VS(x — x")+
%(XTH_H — x")?°VVS(x —x") + O(x — X")S]

ET=) = £ (6D

final expression for the time-advanced field

(T4 ) - (cOAL)? (VZHEDL VV - (- Bit0)) = E 4 cfAL (v x B — 4x ) — (cOAL)? 4r VD)

solved with a matrix free GMRES
Single level simulations DO NOT need preconditioning, MLMD simulations DO
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WWhat about magnetic reconnection
simulations NOW!?

W o0l 9°€'P O

20di,7.2 10 m

IMM PIC:
0=de/2= 3.76 103 m
At=0.1/wpi=5 10735
assuming that a core simulates 100 cycle for 4096 cells in a min, the simulation of | physical
second takes 2 mins on 451 cores
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Can we do even better?

Adaptivity:
if different resolution is needed in different parts of the domain, locally adapt the grid resolution
to the physics of interest to save resources in the areas where high resolution is not needed

Moving Mesh Adaptation Adaptive Mesh Refinement
Brackbill, 1993 Vay et al., 2004
Lapenta, 201 | ’

Fujimoto et Sydora, 2008
Chacon et al.,, 201 |

Multi Level Multi Domain (MLMD)

Innocenti et al., 2013
Beck et al., submitted
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Can we do even better?

Adaptivity:
if different resolution is needed in different parts of the domain, locally adapt the grid resolution
to the physics of interest to save resources in the areas where high resolution is not needed

Moving Mesh Adaptation Adaptive Mesh Refinement
Brackbill, 1993 Vay et al., 2004
Lapenta, 201 | ’

Fujimoto et Sydora, 2008
Chacon et al.,, 201 |

we propose a semi-implicit adaptive method
for Particle In Cell plasma simulations

—combines the benefits of implicit and adaptive methods

Multi Level Multi Domain (MLMD)

Innocenti et al., 2013
Beck et al., submitted
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What can we do for magnetic reconnection problems with the

MLMD method?

Outer Region

20 diX |0 di
72 10°m x 3.6 10®m

explicit PIC

6= AD,e= 2 I 7 m
At=0.1/Wpe= 105

the simulation of | physical

second takes
|00 mins on 135 000 cores
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lon Diffusion Region
5dix2d
1.8 10°mx7210°m

Electron Diffusion Region
5dex2de
3.76 10*m x 7.52 103

IMM PIC
0=de/2=3.76 103 m
At=0.1/wpi=5 1035

the simulation of | physical
second takes
2 mins on 451 cores
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lon Diffusion Region

Electron Diffusion Region
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What can we do for magnetic reconnection problems with the
MLMD method?

Outer Region
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At=0.1/Wpe= 105

the simulation of | physical
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lon Diffusion Region

Electron Diffusion Region

5C|iX2di 5deX2de
1.8 10°mx7210°m 3.76 10*m x 7.52 103
MLMD IMM PIC

IMM PIC
0=de/2=3.76 103 m
At=0.1/wpi=5 1035

the simulation of | physical
second takes
2 mins on 45| cores

0=de/10=7.52 102 m
0=di/10=3.6 10*m
0=di/2= 1.8 10° m
At=0.1/wpi=5 1035

the simulation of | physical

second takes
2 mins on | core

... we are quite far from this ...



The Multi Level Multi Domain (MLMD)
method

* if only a portion of the total domain requires
high resolution, different levels are simulated
with the resolution locally required

* the IMM is used as baseline algorithm to
bypass the strict stability constraints of explicit
PIC, to have increased freedom in the choice of
the Refinement Ratio (RR) between the grids
and also to take advantage of its damping
properties

1
Level 1

e all levels are simulated fully with field are
particles: boundary refined grid particles are

w y created with a splitting algorithm from the

2 corresponding coarse grid particles, refined grid
particles are lost when they exit the refined
domain

Level 2 P * the native coarse grid solution in the overlap
area is not discarded, but contributes to the final
solution
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Level |
(Coarse)

Particle mover
Fp -> Xp, Vp

Particle -> Grid
Xp, Vp-> Pg, Jg

The Multi Level Multi Domain (MLMD)

method

Information exchange steps between the grids:

|. boundary condition interpolation

||

=I,9;11 — Zgl E‘N,gl ng (Xgl o XQZ—H)

Grid -> Particle
Eg,Bg->Fp

2. refined field projection; average for momentum

Level I+
(Refined)

Field Solver
pg, Jg -> Eg, Bg

Particle -> Grid
Xp, Vp-> Pg, Jg

conservation purposes
_ 1 —
Epg = 3 (EN,gz + Porera (EN>QZ+1)>

ZgH_l EN’Ql—I—l ng (Xgl _Xgl_|_1 )
ZQH_l ng (Xgl —Xg141 )

[Pat+1—91 (EN,QL-H) —

3. refined particle repopulation; splitting algorithm

Grid -> Particle
Eg,Bg->Fp

for optimal particle BC at the grid interface
Gy = aqp "t /REP

Field Solver
pg, Jg -> Eg, Bg

|. Boundary condition interpolation

2. Refined field projection

3. Refined particle repopulation
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9i+1

Vn—l—l — Vn—l—l

Pgy1q Pg,
Xn—l—l . Xn—l—l . Axgl + AX (l + Z) — X
Pgyy 15t T Pg 2 gi+1 \ 2 0,l+1

i= 0 :RF - |, per direction

This communication steps between the levels introduce
bottlenecks in the parallel execution



To sum up, before showing test cases

Is the MLMD method “TOFU complaint™?

Implicit

Adaptive

Multi scale
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To sum up, before showing test cases

Is the MLMD method “TOFU complaint™?

Implicit v

Adaptive v

Multi scale J

(in the IMM, the scales not resolved are damped, not

suppressed, and can be recovered with appropriate
Dx and Dt)
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MLDM test cases: | D simulations

@ x10° Normalized Field Energy Spectrum of Exngi in the MLMD system
2| IR 5 s P (a) ’
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15k i - Some noise is indeed injected _—
i - from the coarse into the refined Ls
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Weibel instability in a D3V setting after saturation instability in a D3V setting in the electron hole merging phase
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MLMD test cases:

a big-domain high-resolution magnetic reconnection
problem simulated with Parsek2D-MLMD

‘P 08

“control” reconnection point

200 d;

Mass Ratio: 256, Refinement Ratio between the levels: |12

Coarse Level Refined Level

2560 x 1024 cells, 1.5 108 particles
de = 0.0625 d;
Ax = Ay = 0.0065 di~ 1/10 de

2560 x 1024 cells, 1.5 108 particles
Ax = Ay = 0.078 di~ 1/10 d;
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MLMD test cases:

a big-domain high-resolution magnetic reconnection
problem simulated with Parsek2D-MLMD

Time: 1.36 Q)

<«— Ey

Bz —

<«—]0x
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MLMD test cases:

a big-domain high-resolution magnetic reconnection
problem simulated with Parsek2D-MLMD

Time: 2.28 Q)

<«— Ey

<«—]0x
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MLMD test cases:

a big-domain high-resolution magnetic reconnection
problem simulated with Parsek2D-MLMD

Time: 3.65 Q)

<«— Ey

Bz —

<«—]0x
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MLMD test cases:

a big-domain high-resolution magnetic reconnection
problem simulated with Parsek2D-MLMD

Time: 5.02 Qg

<«— Ey

Bz —

<«—]0x

Tuesday, October 8, 13



MLMD test cases:

a big-domain high-resolution magnetic reconnection
problem simulated with Parsek2D-MLMD

Time: 5.02 Qg

<«— Ey

reaching this level of resolution on the entire domain
would require 30720 x 12288 cells and
21 107 particles
—absolutely challenging

<«—]0x

0z —>
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MLMD test cases:

a big-domain high-resolution magnetic reconnection
problem simulated with Parsek2D-MLMD

Why is this simulation so significative!

e very big domain:it is possible to follow Electron Distribution Region
dynamics and the development of dipolarization fronts in the same
simulation, with appropriate resolutions

* very high mass ratio (at least when comparing with explicit simulations)

* very high Refinement Ratio between the grids: Ax~ 1/10 d; on the coarse
grid, Ax ~ 1/10 de on the refined grid
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Performances

With fixed domain size,
compare the execution time of a single level, highest resolution
simulation and that of a MLMD simulation

N

single level, highest resolution MLDM
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Performances

O MLMD simulation
O full resolution simulation

4000
3000
2000

1000

Execution Time [s]

2 6 |0 14

Refinement Ratio

...VERY GOOD !
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Performances

O MLMD simulation
O full resolution simulation

4000
o 3000 the IMM allows very
E high Refinement
= 2000 Factors between the
= grids while still in the
é 1000 stability range of the
LLi method

0
2 6 |0 14

Refinement Ratio

...VERY GOOD !
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Conclusions

* we have introduced the Multi Level Multi Domain method and
Parsek2D-MLMD, a 2D parallel C++ implicit adaptive code

* the MLMD method combines two fundamental building blocks:
the Implicit Moment Method and adaptivity

* communication operations between the levels allow optimal grid
interlocking and excellent results with very high Refinement Ratios

between the grids

* tests show that notable resources can be saved when comparing
full resolution simulations and MLMD simulations
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Future work

Three parallel lines of work:

*  code optimization: improve code scalability for big domain
simulations (PRACE Preparatory Access type C grant)

e scientific work: current sheet instabilities under realistic inflow
conditions in reconnection problems, electron dynamics close to
the shock front in collisionless shock simulations

. code development: 3D evolution, moving refined grids
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Thank you for your attention!
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